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1. Introduction

• Use of Deep Reinforcement Learning (DRL) algorithms 

in Coordinated Multi-Point (CoMP) technologies to 

improve user experience in mobile networks, particularly 

in urban areas.

• Improve resource management by dynamically selecting 

cells based on user behavior and network conditions. 

The research highlights the importance of self-learning 

algorithms and their role in real-time decision making, 

addressing the limitations of traditional techniques.

2. Methodology, simulation tests

2.1 Quality of Experience (QoE) metric
• As mobile networks expand with new technologies like 

Coordinated Multi-Point (CoMP) and machine learning, 

it is important to know how different things affect Quality 

of Experience (QoE) metric.

2.2 Least Squares Channel Estimation and QoE
optimization

• QoE of UE uj by its utility Uj(t).

• Maximize long-term QoE, averaged over all UEs (Avg. 

QoE) and time steps.

3. Results

• Using Reinforcement Learning methods, especially for 

cell selection, has been foundto improve QoE by better 

allocating resources according to the demands of the 

live user.

• Table I shows a relevant result that throughput

worsens when more UEs are added, but does not

continue to worsen after 200 UEs. In the range of 300

to 400 UEs, the total throughput remains the same,

compared to not using reinforcement learning

optimization.

• Deciding which cells serve which UEs may be 

completely driven by the network, or UEs may trigger or 

assist cell connections themselves.

Summary / Conclusions
• The QoE metric based on throughput and channel 

throughput value (CQI) shows that QoE, divided into 

quality levels, total quality, and total throughput 

decrease, but can be stabilized thanks to the use of 

reinforcement learning optimization, in our case, in a 

centralized manner.
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Fig. 1 - Example of 40 UEs simulation scenario.

Table. I - Throughput and rewards by utility
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Fig. 3 - Comparison without using Reinforcement Learning 

optimization

Fig. 2 – Running 200 UEs simulation scenario with Avg. QoE metric


